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Image Degradation

Semantic Ambiguity

Human Visual Hardness



Human Labeling Interface

Recht et al. “Do ImageNet Classifiers Generalize to ImageNet?” ICML 2019

Human Selection Freq (HSF): A Visual Hardness Proxy
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Angle InformationMagnitude Information

Model Confidence

Softmax Cross-Entropy Loss



Given a sample x with label y:

where,
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Norm ||x||

Angle θ(x,wy)

Classifier wy

wi is the classifier for the i-th class.

Theoretical Foundation:
Soudry et al, The Implicit Bias of Gradient Descent on Separable Data, ICLR18

Angular Visual Hardness (AVH)



Raw data Heat map of AVH Heat map of ||x||

Toy Example: AVH vs. ||x||



Correlation between Different Measures and HSF

Spearman rank correlations



Discovery 1 - AVH hits plateau early even though accuracy or loss is still improving

Main Discoveries



Discovery 2 - AVH is an indicator of model’s generalization ability

Main Discoveries



Discovery 3 - The norm of feature embeddings keeps increasing during training

Main Discoveries



Discovery 4 - Correlation between AVH and human selection freq holds across models

Main Discoveries



Discovery 5 - Correlation between norm and human selection frequency is not consistent

Main Discoveries



● Softmax cross-entropy loss will first optimize the angles among different classes 
while the norm will fluctuate and increase very slowly.

● The angles become more stable and change very slowly while the norm increases 
rapidly.

● Easy examples: the angles get decreased enough for correct classification, the 
softmax cross-entropy loss can be well minimized by increasing the norm. 

● Hard examples: the plateau is cause by unable to decrease the angle to correctly 
classify examples or increase the norms otherwise hurting loss.

Conjecture on training dynamic of CNNs



Application I: Self-Training for Domain Adaptation
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Application I: Self-Training for Domain Adaptation

Examples chosen by

AVH but not Softmax



Application II: AVH Loss for Domain Generalization

PACS Dataset



Thanks You!


